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INTRODUCTION 

The purpose of this paper is to provide an overview of the general problems 
involved in mathematical modeling of the polluted troposphere (principally the 
urban atmosphere). The paper is divided into two basic sections: 

(1) Fundamentals of air quality models 

(2) Aerosol processes in the polluted troposphere 

The first section is essentially a review of the major elements of mathematical 
models. The second section consists of a development of a model capable of pre- 
dicting the transformation of gaseous material to particulate material in the 
urban atmosphere and urban plume. 

FUNDAMENTALS OF AIR QUALITY M)DELS 

All conventional atmospheric diffusion models are based on the equation of 
conservation of mass: 

aci 
-+ u 
at 

+ Ri(C1, . . .I cN,T) 

+ Si(xtYrztt) (1) 

where t is time; ci is the concentration of species i; u, v, and w are 
the fluid velocities in the three coordinate directions x, y, and Z; Di is 
the molecular diffusivity of species i in air; Ri is the rate of generation 
(or the negative of the rate of disappearance) of species i by chemical reac- 
tions at temperature T; and Si is the rate of injection of species i into 
the fluid from sources. 

Substituting the usual mean and fluctuating terms into equation (1) and 
averaging the resulting equation over the ensemble of flows result in the equa- 
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tion governing the ensemble average concentration Ci. In atmospheric applica- 
tions, the molecular diffusion term is negligible when compared with that repre- 
senting advective transport. Thus, by neglecting the contribution of molecular 
diffusion, the equation for Ei becomes 

ai?i aEi aEi aci a - a- a- 
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Equation (2) is a rigorously valid equation for g, of course, 
molecular diffusion); and, if the variables 
those arising from Ri are known as functions of s ace and time, it can be 
solved in principle to yield Ci. Unfortunately, k and so on cannot be 
measured at all points in an atmospheric flow and cannot be predicted exactly 
because of the closure problem of turbulent flow. Thus, models must be used 
for these terms. The model employed in virtually all cases in which atmospheric 
flows are involved is that based on the concept of eddy diffusivities: 

I aEi 
U’Ci = -KR - 

ax 
v'cl 

aEi ai3i 
= -KH - 

ay 
w'c; = 'KV g-- (3) 

The eddy diffusivities KR and KV are postulated to be functions of space 
and time (and not of Ci or any of its gradients). 

Although there has been some study of the nature of terms of the form ci '2 
arising from turbulent chemical reactions, no atmospheric diffusion models for 
chemically reactive pollutants currently include expressions for these terms. 
All models neglect the contribution of turbulent concentration fluctuations to 
the mean reaction rate and employ the approximation, 

Ri(Clr . . ., CN,T) m Ri(Clr l = *I ENIT) (4) 
I 

The result of using equations (3) and (4) in equation (2) is the so-called 
atmospheric diffusion equation (AUE): 

+ Ri(El, . . ., ENIT) + ~i(X,y,Z,t) (5) ! 
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Because the governing equations are nonlinear, they must be solved numeri- 
cally. Furthermore, the use of numerical techniques generally requires that the 
modeling region be subdivided into an array of grid cells, where each cell may 
have horizontal and vertical dimensions on the order of a few kilometers and 
several tens of meters, respectively. Before the general mass continuity equa- 
tion can be solved, it must be "filtered" to remove all small-scale variations 
that the grid cannot resolve, both in the concentration field and in the indepen- 
dent parameters, such as the wind velocities and the eddy diffusivities. The 
necessary filtering can be accomplished by averaging equation (5) at each point 
over a volume equivalent to that of a grid cell. This spatial averaging will 
be denoted by the symbol ( >. In addition, equation (5) has been time averaged 
over an interval equivalent to that used in each step of the numerical solution 
procedure. Thus, the concentration predictions obtained from equation (5.) repre- 
sent spatially and temporally averaged quantities. 

Spatial averaging of equation (5) results in1 

a&> Wi> Wi> a(Ei> 
- +u---- +v--- +ii 

at ax ay 
aZ =;(KHF) +$F) +;(KvF) 

+ (Ri(Ei, m l l t %,T)) + (Si) (6) 

As in the case of equation (4), all models employ the approximation, 

cRilci# . l *I ER,T)) w Ri((ci), . . ., (%),T) (7) 

Thus, the contribution of subgrid-scale concentration variations to the mean 
reaction rate are neglected. 

The equation that is the basis of all air quality models is obtained by 
employing equation (7) in equation (6): 

Wi> Wi> Vi> a(Ei> 
+ii- +v-++ 

at ax ay 
aZ = ;kH?$) + ?--kH 7) + f-(Kv F) 

7 
+ Ri((Ei)r l l l , (Q),T) + (Si) (8) 

I 

The validity of the atmospheric diffusion equation relates to how closely 
the predicted mean concentration (Ei) corresponds to the true ensemble mean 
concentration. If the mean velocities ii, V, and W and the source emission 
_ 

1 By virtue of the manner in which they are determined, ii, V, and W are 
assumed to represent spatially averaged quantities. 
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rate Si are known precisely at all points as a function of time, then, for an 
inert species, the only source of a discrepancy between the predicted and true 
mean concentrations is the eddy diffusivity model for the turbulent fluxes. 
If the true ensemble-mean velocities and concentrations are known for an atmo- 
spheric flow, then it is relatively straightforward to assess the validity of 
equation (8) for specified forms of KH and Kv. Unfortunately, for any atmo- 
spheric flow, the ensemble mean velocities and concentrations can never be com- 
puted since the atmosphere presents only one realization of the flow at any 
time. (Of course, for a statistically stationary flow, ensemble averages can 
be replaced by time averages. The atmosphere is, however, seldom in a station- 
ary condition for any appreciable period of time.) Because the true mean veloc- 
ities and source emission rates that are required to solve equation (8) and the 
true mean concentration with which the solution of equation (8) is to be com- 
pared are not available in general, an unambiguous measure of the validity of 
equation (8) for any particular flow cannot be obtained. 

Accuracy evaluation refers to the agreement between model predictions and 
observations for a model based on a perfectly sound principle; thus, accuracy 
evaluation is an assessment of the error introduced by inaccuracies of the input 
information.2 Whereas an assessment of model validity is very difficult to 
obtain, accuracy evaluations can be made from estimates of the errors associated 
with the input information and from numerical sensitivity tests to determine the 
impacts of such errors on model predictions. Unlike verification and accuracy 
evaluation, direct determination of the validity of a model is extremely diffi- 
cult to accomplish because the requisite exact data on emissions, meteorological 
variables, and air quality are neither available nor easy to obtain. It is 
therefore necessary to rely on combinations of verification and accuracy- 
evaluation studies in order to judge the adequacy of a model. By necessity, 
this approach is adopted here. 

Table I summarizes the sources of invalidity and inaccuracy of equation (8). 
The sources of invalidity cannot be directly assessed for the reasons just 
stated. The sources of inaccuracy, on the other hand, can be assessed through 
verification and accuracy-evaluation studies. 

The inputs needed to solve the atmospheric diffusion equation together with 
possible sources of error in those inputs are given in table I. In each instance 
unless the actual value of the input is known, the level of error in that input 
can only be estimated. From the standpoint of the effect of errors on the pre- 
dictions of the equation, joint consideration must be given to the level of 
uncertainty in each input parameter and the sensitivity of the predicted con- 
centration to the parameter. Uncertainty relates to the possible error in the 
parameter from its true value, and sensitivity refers to the effect that this I 
variation in the parameter has on the solution of the equation. A parameter 

-= ', 
2Another term often used in connection with model evaluation is "verifica- 

tion,ll referring to the agreement between predictions and observations for the 
specific case in which the observations used for verification were taken from 
the same pool of data used to develop the input information for the model. Ver- 
ification contains elements, therefore, of both validation and accuracy evalua- 
tion. Henceforth, verification studies will be referred to as validation stud- 
ies in keeping with the prevailing usage. 
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may have a large uncertainty associated with it but have little influence on 
the solution. In such a case, effort at reducing the uncertainty in the param- 
eter value may be unwarranted. On the other hand, small uncertainties in a 
parameter to which the solution is quite sensitive may have a large impact on 
uncertainties in the predicted concentrations. Thus, both uncertainty and sen- 
sitivity must be considered when the accuracy of the atmospheric diffusion equa- 
tion is evaluated. 

Finally, note that discrepancies between predicted and measured concentra- 
tions may arise not only because of inaccuracies in input variables but also 
because concentrations are measured at a point, whereas the model predicts spa- 
tially averaged concentrations. Measurement errors may also, of course, con- 
tribute to discrepancies between model predictions and data. 

Although the validity of the atmospheric diffusion equation cannot be 
established without question, it is generally accepted that the equation is 
essentially a valid description of atmospheric transport, mixing, and chemical 
reaction processes. The major source of invalidity is the eddy diffusivity rep- 
resentation of the turbulent fluxes. However, as long as the eddy diffusivity 
functions used have been determined empirically under conditions similar to 
those to which the equation is applied, the equation should be considered valid. 
The principal problem, therefore, lies with the question of accuracy, namely the 
effect of uncertain specification of input parameters on the predictions of the 
model. 

Initial and Boundary Conditions 

The initial condition for the atmospheric diffusion equation is that the 
concentration field at the time corresponding to the beginning of the simulation 
(Ci (Xt Y, Zt 0)) = (Ci>o- Simulations are normally begun at night or at sunrise, 
and the (Ci)o field at that time is constructed from the station readings. A 
ground-level interpolation routine and assumptions regarding the vertical varia- 
tion of the concentrations are required to generate the full (Ci)o field from 
the station data. Because only surface readings are generally available from 
which to construct a 
initial conditions alogzi)o 

field, the most uncertainty is expected in the . . . . . . 

The boundary conditions for equation (8) consist of the concentrations 
upwind of the region, the pollutant fluxes at the ground (the source emissions), 
and the flux condition at the upper vertical boundary of the region. Concentra- 
tions upwind of the modeling region can be estimated if monitoring stations 
exist at the upwind edge of the airshed. In such a case, uncertainties in these 
concentrations will be low when a previous time is simulated. The major source 
of uncertainty in boundary conditions generally arises at the upper vertical 
boundary. First, the temperature structure, for example, the height of the base 
of an elevated inversion layer, is not known precisely. Second, the pollutant 
flux condition at the boundary is also not known precisely. Thus, the major 
uncertainty in boundary conditions lies in specifying the upper vertical bound- 
ary conditions, both the location of the boundary and the species flux condition 
at the boundary. 
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Most models depend for their initial and boundary conditions (I.C. and 
B.C.) on routine air monitoring data. These data are typically interpolated to 
a fine mesh to provide the surface-level I.C. and the B.C. for the edges of the 
region. There are obvious problems with this approach: 

(1) The monitoring data are often not representative of the concentration 
levels surrounding a monitoring station (see, for example, Ott and Eliassen 
(ref. 1)). The nature of this problem is site specific and must be evaluated 
for each monitoring site within the modeling region. 

(2) The monitoring data represent surface-level measurements. All models 
require the concentration levels above the inversion base as an upper-level B.C. 
This problem with B.C. can to a certain extent be eliminated by extending the 
vertical coordinate of the model domain above the inversion so that background 
levels can be used. If this is not feasible, and depending on the atmospheric 
condition, a factor of 3 should be considered as the minimal level of uncer- 
tainty associated with upper-level boundary conditions. These uncertainty 
levels can be reduced if upper-level measurements are available. The problem 
with upper-level I.C. can to a certain extent be eliminated by starting the 
model well before the time period of interest. 

(3) The most serious problem associated with I.C. and B.C. may be uncer- 
tainties associated with the monitoring methods themselves. J. Trijonis (per- 
sonal communication, 1977) has performed a critical review and statistical anal- 
ysis of the quality of monitoring methods. Based on this work, the precision 
of the data corrected for interference effects is recommended to be: Ox/O3 - 
excellent, NO, - good (lo-percent error), total hydrocarbons - fair, and non- 
methane hydrocarbons - poor. Of these data, the largest uncertainty is in the 
non-methane hydrocarbon data which must be further split for validation accord- 
ing to the requirements of the particular chemical mechanism. A minimum of 50- 
percent uncertainty should be associated with these measurements unless more 
refined results are available. 

In summary, for most models the major uncertainties are associated with the 
upper-level data (factor of 3) and with the hydrocarbon measurement (a50 percent). 
The problem with horizontal boundary conditions can largely be removed by choice 
of the model boundaries away from strong gradients and pollutantsources. Uncer- 
tainties in initial conditions can be minimized by starting the calculation well 
before the time period of interest. 

Meteorology 

There are three basic meteorological variables of interest: wind field, 
mixing depth, and solar insolation. A problem, common to all models, is that 
sparse and often unrepresentative measurements are used to derive continuous 
fields over the region. The key question is, "How representative are the inter- 
polated fields of the actual physical processes in the atmosphere?" Roth et al. 
(ref. 2) in their study of wind measuring stations in the Los Angeles region 
found that a substantial proportion of the data, taken at identical or adjacent 
sites at the same time, differed markedly. A 20-percent error in any of the 
measurements is not uncommon, the uncertainty in the vertical velocity field 
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being somewhat greater. The basic effect of small perturbations in the wind 
field is to introduce an artificial diffusion or smoothing process. Larger 
errors can affect the time-phasing and magnitudes of pollutant peaks at partic- 
ular locations. Mass-consistent wind fields, derived by objective analysis pro- 
cedures and appropriate weighting of station data, can substantially reduce the 
effects of uncertainties. The artificial creation of convergence and divergence 
zones can be minimized. Some problems still remain however in creating three- 
dimensional wind fields from very limited amounts of upper-level data. To some 
extent, errors in these measurements can often mask physically meaningful calcu- 
lations of vertical velocities. 

All models require specification of the mixing depth. In most regions it 
is only measured, or calculated from temperature profiles, at a very limited 
number of locations. A 20- to 30-percent error is typical; however, in regions 
of convergence or' strong heating on surface slopes, the accuracy can be much 
worse. (In view of the fact that concentration predictions are very sensitive 
to mixing depth, it is vital to use objective analysis procedures that simul- 
taneously couple the calculation of the wind field and inversion base location.) 

1 The accurate specification of the wind field for use by an air quality 
model is of critical importance. Since numerical solution of the full Navier- 
Stokes equations has not yet been proven feasible, the common approach for com- 
puting a grid of wind vectors is to use the scattered measured values, generally 
available at hourly intervals. 

The calculation of a continuous surface from discrete data points is a 
problem common to many fields of science. In general, for a given set of dis- 
crete data points, a unique solution does not exist, and, therefore, analysis 
of a given data set by different techniques often results in different fields. 

Interpolation of a surface velocity field.- Much has been written on the 
subject of objective surface field generation from discrete data values. In 
an early paper, Panofsky (ref. 3) used third-degree polynomials to fit wind and 
pressure fields for use in weather map construction. The technique was later 
modified to handle areas with sparse data by Gilchrist and Cressman (ref. 4). 
Cressman (ref. 5) reported on a procedure for use in pressure-surface height 
analysis in which each station value was weighted according to its distance 
1: from the grid point in question. Endlich and Mancuso (ref. 6) combined both 
polynomial fitting and distance weighting in their technique. A least-squares 
fit to a plane was performed by using the five nearest station values. Shepard 
(ref. 7) discussed an interpolation technique in which the value at grid point 
(i,j) was computed from 

n 

c ck Wk(r) 
k=l 

cij = n 

c wk (c) 

(9) 

k=l 
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where Ck is the measured value at the kth measuring station and Wk(r) is the 
weighting function. A direction factor was also included which accounted for 
shadowing of the influence of one data point by a nearer one in the same direc- 
tion. The method also included the effect of barriers. If a "detour" of length 
b(r), perpendicular to the line between the point (i,j) and the kth measuring 
station, was required to travel around the barrier between the two points, then ' 
b(r) was considered to be the strength of the barrier. An effective distance 
r' was defined by 

r’ = [ r2 + b(r)2]1'2 

If no barrier separated the two points, then b(r) = 0. Shenfeld and Bayer 
(ref. 8) presented a technique similar to that proposed by Endlich and Mancuso. 
In an attempt to produce reasonable values in regions of sparse data, Fritsch 
(ref. 9) used a cubic spline technique. He first fit spherical surfaces to the 
data to obtain an initial field, and then using the splines, he iteratively 
adjusted these values until convergence was obtained. He compared his technique 
with that of Cressman by using an idealized data set with a known solution, and I 
the mean error (-3 percent) was approximately half that of Cressman's. MacCracken 
and Sauter (ref. 10) used a weighting scheme based on distance r in the compu- 
tation of the wind fields for use in the air quality simulation model LIRAQ. 
The weighting scheme chosen was 

W(r) = exp(-0.1r2) 

This Gaussian weighting scheme was chosen over rm2 weighting in order to elim- 
inate the complete dominance of a measuring station located near a grid point. 

In summary, interpolation of sparse data on a grid can be accomplished by 
weighting each data value according to its distance from the point in question 
or performing a least-squares fit of the data by a polynomial. In the first 
approach, stations within a "radius of influence" of the grid point are expected 
to influence that grid point. The grid point value may be influenced by shadow- 
ing, barriers, and/or upwind versus crosswind distance. The second method 
requires minimization of X2, the goodness of fit to the data. For a second- 
degree polynomial, for example, 

n n 
X2 2 c (ACkj2 = c (ck - al - a2xk - a3yk - a4xkyk - a3xk 2 - afjYk2) 

2 
(12) 

k=l k=l 

must be a minimum, where Ck is the measured concentration (or wind speed) at 
point (xkryk) l The minimum value of X2 can be determined by setting the 
derivatives of X2 with respect to each of the coefficients ai equal to zero. 
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Effect of terrain on surface wind field.- The influence of gross terrain 
features (e.g., mountain ranges) is accounted for by the use of barriers to 
flaw during the wind component interpolation procedure. However, this does not 
account for local terrain features on the scale of 1 grid length. Each measured 
wind vector obviously reflects the local terrain surrounding that station. How- 
ever, the interpolated vector at a nonmeasuring station grid point is the 
weighted average of several measured vectors and is only partially indicative 
of its own local terrain. Therefore, following the aforementioned interpolation 
procedure, a terrain adjustment technique, which is similar to that of Anderson 
(refs. 11 and 12) except that surface heating is not included, can be used in 
the wind field calculation. 

Within a layer of constant thickness, the flow can be assumed to be approx- 
imately two-dimensional. The scale of vertical variability is so much smaller 
than the horizontal scale that the flow may be considered as a horizontal flow 
perturbed by vertical disturbances. Therefore, the continuity equation can be 
written as 

I 
H 

v ' ,vH dz = - 
h 

where PH is the terrain-adjusted surface wind vector, h is the height of 
terrain, and H is the top of the disturbed layer. If it is assumed that 

since the topographic influence is no longer felt at this altitude and that 

where ,V is the velocity resulting from the interpolation procedure, equa- 
tion (13) can be integrated to 

(H - h)v . XH = ,vo ' vh 

(13) 

(14) 

If it is assumed that the horizontal velocity can be represented by a velocity 
potential 4 such that 

a4 u=- 
ax 

w v=- 
ay 

(15) 
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then equation (14) becomes Poisson's equation, 

PO l vh 
vql = 

H-h 

The resulting field of $ values is used to adjust the initial interpolated 
surface velocity field to reflect the effect of the terrain as follows: 

a$ 
u=uo+ax 

a$ v=vo+- ay I 

(161 

(17) 

r 

Determination of a mass-consistent three-dimensional wind field.- During 
recent years only a limited number of divergence reduction procedures have 
appeared in the literature. Endlich (ref. 13) used a point-iterative method 
to reduce the two-dimensional divergence in a wind field while retaining the 
vorticity in the original field. His method involved simple adjustment of the 
velocity components contributing to the divergence at a given point in order to 
make the divergence zero at that point. An adjustment was made simultaneously 
to the vorticity equation. The grid was scanned iteratively point by point 
until the divergence was reduced to a desired level. 

Frankhauser (ref. 14) approached the three-dimensional divergence reduction 
problem from the point of view of measured data errors. On the basis of the 
assumption that errors in measured horizontal velocity increase with altitude 
(O'Brien (ref. 15)), he adjusted initial estimates of vertical velocity to 
account for this. The horizontal velocity at each vertical-level was then 
adjusted by solving for a velocity potential @ from 

V2@ = %("rY) (18) 

where DR(x,Y) is the residual divergence at point (x,y). He computed the new 
velocity components from equation (17). 

More recently, Sherman (ref. 16) devised a procedure for construction of a 
three-dimensional mass-consistent wind field (MATHEW) by using the variational 
calculus approach of Sasaki (refs. 17 and 18). The approach involved solution 
of the follwing equation: 
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(19) 

> where X(X,Y,Z) is a Lagrange multiplier (or alternatively a velocity poten- 
tial); UOI vo, and ‘w, 
Gauss' 

are the observed velocity values; cl 
precision moduli defined by a2 = 1/2u2 where u2 

and cl2 are 
is the error vari- 

ance of the observed field. The adjusted velocity components are then calcu- 
lated from 

2q2 (u 
ax 

- uo) + -= 0 
ax 
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2q2 

2a22 

(v - 

(w - 

VC-J + 

wo) + 

ax I 

ay 

ax 

ii 

(20) 

The technique requires different boundary conditions depending on the terrain; 
x = 0 is appropriate for open, or "flow-through," boundaries, while ax/an is 
used for closed, or 'non-flow-through," boundaries. The procedure was tested 
on a grid of 24 000 grid points by using data from a canyon near Idaho Falls, 
Idaho. The precision module al2 and ~12~ were set to 0.5 and 5000, respec- 
tively, apparently from empirical tests. The divergence was reduced 12 orders 
of magnitude, but the execution time, which is dependent upon terrain complex- 
ity, was 2 to 5 minutes on a Control Data 7600 computer. 

A two-dimensional vertically integrated version of MATHEW was incorporated 
into the LIRAQ model developed at Lawrence Livermore Laboratory (MacCracken and 

, Sauter (ref. 10)). The model area extended up to the top of the mixed layer. 
The appropriate equation of continuity used in the model was 

ah a (uh) a (vh) 
-+-+- +w=o 
at ax ay 

(21) 

where h is the depth of the mixed layer and w is the vertical velocity which 
can be thought of as the relative motion between the vertical movement of the 
top of the mixed layer and the air through the top of the mixed layer. The vari- 
ational approach yields the follwing equation which was solved to adjust the 

I divergence: 
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(22) 

When this procedure was tested with wind data from the San Francisco Bay area 
from July 26, 1973, the divergence was reduced from 10-l to approximately 10-G. ' 
A value of 10Bg was assumed for a12p22. 

Liu and Goodin (ref. 19) adapted the technique of Endlich to a two- 
dimensional mesoscale wind field. The flow field below the mixed layer was 
assumed to be vertically integrated. The divergence was adjusted point by point 
with the capability of holding wind station values fixed. Since vorticity is 
not important on the mesoscale, this portion of Endlich's procedure was not 
implemented. The procedure was tested on wind data from Los Angeles on a 
40 x 25 grid. The divergence in the field was reduced by about 3 orders of 
magnitude after 100 iterations while the measured station values were held 
fixed. 

Emission Inventories 

The assessment of the level of uncertainty in a particular emission inven- 
tory is obviously a substantial undertaking and, most properly, should be car- ' 
ried out when the inventory itself is compiled.3 

Emissions from each class of source can be characterized according to 

(1) Level of spatial resolution 

(2) Level of temporal resolution 

(3) Source activity or emission factor 

The level of spatial resolution achievable is in principle as fine as one 
desires since the locations of all sources can presumably be specified (although 
traffic count data may not be available on a street-by-street basis). Temporal 
emission rates will fluctuate somewhat from day to day. Emissions from some 
stationary sources may vary with ambient temperature, but these variations are 
generally known as a function of temperature. The major problem in properly 
specifying source emissions is uncertainty in emission quantities arising ,from 
uncertainties in source activities and emission factors. 

Two basic factors are involved in emission specification, the quantity 
emitted and its composition. Emission compositions are typically estimated 

3Typical levels of uncertainties in mobile and fixed source activities 
(e.g., vehicle distance traveled and units of fuel consumed) should be identi- 
fied. Then, the typical uncertainties in emission factors (e.g., grams of pol- 
lutant emitted per vehicle distance traveled and gram of pollutant per unit of 
fuel consumed) should be combined with the uncertainties in activities to pro- 
duce net uncertainties in emissions. 

i- 
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from handbooks such as AP-42 (ref. 20). Each table in AP-42 includes a quali- 
tative estimate of the accuracy of the material on a scale that varies from A 
(excellent) to E (poor). Recent studies aimed at establishing NO, and SO2 emis- 
sion inventories for stationary sources in the South Coast Air Basin have pre- 
sented estimates of the level of accuracy of the overall inventories (Bartz et 
al. (ref. 21) and Hunter and Helgeson (ref. 22)). These reports estimate that 
a &20-percent uncertainty in the total emissions is reasonable, whereas uncer- 
tainties in individual source emissions can range as high as +300 percent. A 
compensating factor is that generally the large uncertainties are associated 
with smal.1 absolute emission levels. Mobile source emission estimates depend 
to a large extent on the quality of the traffic data. The level of uncertainty 
in the South Coast Air Basin mobile source emissions of NO,, CO, and SO2 is 
probably of the order of ?15 percent. 

Probably the most serious emission inventory problems are those associated 
with hydrocarbon emissions. The level of uncertainty in the stationary source 
hydrocarbon emissions in the South Coast Air Basin is probably of the order of 
+30 percent. Within individual source classes, the uncertainties can be as high 
as +lOO percent. Mobile source hydrocarbon emission uncertainties have been 
estimated in the range from 15 to 50 percent. Generally, insufficient informa- 
tion is available concerning the hydrocarbon composition of major hydrocarbon 
sources. It is necessary to estimate a hydrocarbon breakdown into the four 
classes. (Aldehydes constitute an important class of reacting species, and 
virtually nothing is known about aldehyde emissions.) It is difficult to esti- 
mate the uncertainty associated with estimated hydrocarbon speciation. From 
the point of view of predictions, errors in absolute hydrocarbon levels will be 
more influential on oxidant predictions than will errors in class assignments, 
because reactivities do not vary enormously for the classes. Thus, uncertain- 
ties in hydrocarbon emissions by class, while definitely leading to uncertain- 
ties in oxidant predictions, are not deemed as detrimental to accurate oxidant 
predictions as are uncertainties in hydrocarbon emissions by total level. 

Chemical Kinetics 

There are essentially two approaches that have been followed in developing 
kinetic mechanisms for photcchemical smog: 

(1) Lumped mechanisms: mechanisms in which organic species are grouped 
according to a common basis such as structure or reactivity. Examples include 
the mechanisms of Hecht and Seinfeld (ref. 23), Eschenroeder and Martinez 
(ref. 24), Hecht et al. (ref. 25), MacCracken and Sauter (ref. lo), and Whitten 
and Hogo (ref. 26). 

(2) Surrogate mechanisms: mechanisms in which organic species in a partic- 
ular class (e.g., olefins) are represented by a single member of that class 
(e.g., propylene). Examples include the mechanisms of Niki et al. (ref. 27), 
Demerjian et al. (ref. 28), Dodge (ref. 29), and Graedel et al. (ref. 30). 

In general, the surrogate mechanisms tend to be more lengthy than lumped 
mechanisms because within a surrogate mechanism each individual species is 
treated as a separate chemical entity. For this reason surrogate mechanisms 
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have not found wide utility in models that have substantial meteorological 
treatments because of the computational requirements associated with calcu- 
lating simultaneous chemistry and transport. 

Table II presents a comparison of two lumped mechanisms that are currently 
employed in air quality models. The SAI and LIRAQ mechanisms, modified versions 
of the Hecht et al. (ref. 25) mechanism, are included in large-scale urban air 
quality models. Table II lists all the reactions and associated rate constants 
that are included in the two mechanisms. The issue of most interest here is 
which reactions are included in which mechanisms and not the particular rate 
constant value adopted. (The rate constant values in all mechanisms continually 
undergo revision as new measurements become available, and several of the cony 
stants given in table 11 have recently been reevaluated.) 

From table II, it is clear that, aside from rate constant differences, the 
two mechanisms are quite similar, even though the interpretation of the lumped 
organic species varies somewhat between the mechanisms. Differences in rate 
constants are the result of choices from among available rate constant values 
and more recent determinations as well as the result of different lumping 
schemes. r 

The critical question, of course, in the development of a kinetic mechanism 
is its accuracy. The assessment of the accuracy of chemical kinetic mechanisms 
for photochemical smog has received a considerable amount of attention (Hecht 
and Seinfeld (ref. 23), Niki et al. (ref. 27), Hecht et al. (ref. 25), Demerjian 
et al. (ref. 28), Dodge and Hecht (ref. 31), Dodge (ref. 29), and Whitten and - 
Hcgo (ref. 26)). There are essentially two issues involved in assessing the 
accuracy of a kinetic mechanism: (1) identification of the major sources of 
uncertainty, such as inaccurately known rate constants or mechanisms of indi- 
vidual reactions, and (2) evaluation of so-called chamber effects, phenomena 
peculiar to the laboratory system in which the data are generated for testing 
of a mechanism. 

Predicted concentrations are extremely sensitive to the values of several ' 
reaction rate constants. Reactions that are particularly important are those 
governing the conversion of NO to NO2 and those that initiate the oxidation of 
hydrocarbons. Dodge and Hecht (ref. 31) performed a systematic sensitivity 
analysis of the reactions in the original Hecht-Seinfeld-Dodge kinetic mecha- 
nism. The conclusions of the study were compiled in the form of a ranking of 
the reactions by their "sensitivity-uncertainty" index. This index is an indi- 
cator of the combined sensitivity of the mechanism to variations in the reaction 
rate constant and the experimental uncertainty of the rate constant. Since this 
study was performed, several rate constant determinations have been signifi- 
cantly improved. 

The overall smog formation process as simulated by present mechanisms can 
be described in terms of two radical pools. One of these pools is the oxygen r 
radical pool; it is associated with NO2 photolysis and the production of ozone. 
The other radical pool can be referred to as the peroxy-oxyl radical pool. In 
this pool, radical transfer reactions convert peroxy radicals to oxyl radicals 
and vice versa, with the concomitant conversion of NO to NO2 and oxidation of 
hydrocarbons. Oxyl radicals are formed when peroxy radicals convert NO to N02. 
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Peroxy radicals are formed when hydroxyl radicals react with hydrocarbons, and 
hydroperoxy radicals are formed when alkoxyl radicals react with molecular 
oxygen. 

A major problem with simulating experimental smog chamber data is that it 
is difficult to reproduce the initial rate of hydrocarbon disappearance and the 
initial rate of conversion of NO to N02. This difficulty is often resolved by 
assuming an initial source of peroxy or oxyl radicals in addition to those 
formed by the reactions of oxygen atoms with hydrocarbons, for example, by 
assuming an initial concentration of nitrous acid, which photolyzes and supplies 
the initial radicals. Whether nitrous acid is initially present in the smog 
chambers in the amounts assumed is unkn0wn.l 

Once the pool of peroxy-oxyl radicals is established in a simulation, the 
radical pool must be maintained, because radical sinks, such as the reaction of 
hydroxyl radicals with NO2 or peroxy-peroxy combination reactions, tend to con- 
sume more radicals than are produced by NO2 photolysis and the subsequent reac- 
tions of oxygen atoms. The radical concentration is maintained in the mechanism 
by the photolysis of carbonyl compounds (and, in olefin systems by the ozone- 
olefin reactions). In some cases it is obvious that too many radicals are pres- 
ent initially and that the maintenance source of radicals in the mechanism is 
inadequate. It has been speculated that the walls of chambers in some way sup- 
ply radicals to the peroxy-oxyl radical pool. The effect of such a process 
would be greatest when the concentration of normal radicals was the lowest - in 
a low activity and low hydrocarbon experiment. That the walls may be supplying 
radicals is supported by the similar need for a high initial HONO concentration 
(relative to equilibrium). 

Kinetic mechanisms must be able to predict the photolysis rates of pollu- 
tants that absorb ultraviolet light. From Beer's law, in an optically thin 
medium the first-order rate constant governing the photolysis rate of a compound 
is given by 

1 
k 

= (X2 - X1) 
@CA) I,(x) c(x) dA 

where 

I,(M incident light intensity distribution 

E:(X) extinction coefficient 

lThere is evidence that nitrous acid is found during the loading of smog 
chambers (Chan et al. (ref. 32)). The amount required to simulate University of 
California, Riverside experiments was found by Whitten and Hogo (ref. 26) to be 
generally about one-third of the equilibrium concentration of nitrous acid that 
could form fran the initial concentrations of NO, N02, and H20. Whether the 
walls of the smog chamber are an important source of initial radicals is unknown. 

217 



ocv primary quantum yield 

Xl, x2 wavelength limits of the light reaching the urban atmosphere 

In smog chamber simulations, the photolysis rate is usually expressed in 
terms of kl, the rate constant for NO2 photolysis. Fran this, with information 
on I,(N, E(X), and $(A), photolysis rates of other species can be predicted. ' 
Considerable uncertainty exists in the measurement of Q(X) for certain species. 
For instance, the photolysis of ozone can be important in the formation of OH ' 
radicals. In the wavelength region of interest, the primary quantum yields for 
the processes 

03 + hv + 02(1A) + O(lD) 

03 + hv + 02@) + O(3P) 

are still uncertain. While extinction coefficients are relatively easy to mea- , 
sure in the laboratory for most species, quantum yield measurements can be 
exceedingly difficult. 

Another important photochemical process is the formation and subsequent 
reaction of excited states. The rates of thermal reactions can be enhanced by 
several orders of magnitude if one or more of the reactants are vibrationally 
or electronically excited. For instance, while ground-state O(3P) atoms are 
unreactive toward such species as H2, H20, and N20, singlet oxygen, O(lD), 
reacts rapidly. Similarly, the oxidation of SO2 in clean air probably takes 
place by the reaction of triplet SO2 (3S02) formed by the absorption of ultra- 
violet light by ground-state SO2 followed by internal energy transfer processes; 
3S02 may also be considerably more reactive toward hydrocarbons than the ground- 
state S02. Unfortunately, both the formation and the reaction mechanisms of 
most electronically excited species are highly uncertain. 

As noted previously, the characteristics of the chamber must be accounted 
for, since mechanisms must be validated with smog chamber data. Some of the 
specific effects or characteristics that must be considered are the spectral 
distribution and absolute intensity of the photolyzing lamps, the adsorption, 
desorption, and chemical reaction of species on the walls, the initial loading 
of impurity species in the chamber on the walls or in the gas, and the effects 
of leakage, sampling, and possible temperature variations during the run. Of 
these effects, probably the most important are the properties of the photolysis 
lamps. Photolysis rates of absorbing species cannot be predicted with accuracy 
if I,(X), the incident light intensity distribution, is not known with accuracy. 
This information must be coupled with the absolute rate of photolysis of at 
least one species such as NO2 to compute the appropriate photolysis rate 
constants. 

Also important is the characterization of the initial contaminant loading 
in the chamber. When mechanisms overpredict the length of the induction period 
in which radical concentrations are initially building up, it may be due to the 
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presence of an absorbing species either in the gas phase or on the walls which 
photolyzes. Actual measurement of the species accounting for these effects is 
complicated by their low concentrations. 

When these effects are not adequately characterized, one usually begins by 
parameterizing the NO2 photolysis rate constant kl, the initial concentration 
of trace photolyzable species such as HONO, and the wall adsorption rate of 
ozone. If still less is known about the experimental situation, the value of 
simulating the data becomes questionable. 

The third major set of unknowns in simulating laboratory systems concerns 
the reactions which take place heterogeneously, either on the walls or on aero- 
sols. Many reactions are thought to take place heterogeneously. Among the 
most important are the reactions, 

NO + NO2 + H20 : 2HON0 

NO2 + NO3 + H20 : 2HONO2 

which produce nitrous acid and nitric acid. Evidence for the heterogeneous 
nature of these processes comes from the strong dependence of measured rate 
constants on the reactor surface-to-volume ratio. (The disappearance of SO2 
in smog chamber experiments also seems to have a strong heterogeneous component 
either as a result of reactions in droplets or the wall-catalyzed formation of 
polymeric sulfur-oxygen species which remain on the walls as films.) Recent 
work has shown that certain long-lived free radicals such as HO2 can be lost to 
particles at appreciable rates. Diffusion and subsequent loss of radicals to 
reactor walls occur constantly, but these processes do not affect the homogene- 
ous chemistry appreciably. Heterogeneous processes, in general, are difficult 
to account for in kinetic mechanisms and are usually ignored. 

In summary, virtually every reaction occurring in an atmospheric system 
is subject to some degree of uncertainty, whether in the rate constant or the 
nature and quantity of the products. In evaluating a mechanism, the customary 
procedure is to compare the results of smog chamber experiments, usually in the 
form of concentration-time profiles, with simulations of the same experiment 
using the proposed mechanism. A sufficient number of experimental unknowns 
exist in all such mechanisms that the predicted concentration profiles can be 
varied somewhat by changing rate constants (and perhaps mechanisms) within 
accepted bounds. The inherent validity of a mechanism can be judged by evalu- 
ating how realistic the parameter values used are and how well the predictions 
match the data. 

Numerical Analysis 

A major area that must be considered is the numerical approximations 
required to solve the mathematical model. Complex numerical schemes are 
required to solve the three-dimensional, coupled, nonlinear, parabolic partial 
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differential equations that result from the atmospheric diffusion equation. The 
choice of numerical methods to be used in the approximated model are important 
factors that influence the accuracy and economy of the solution. In most cases, 
spatial and temporal discretization introduces additional averaging and a loss 
of characterization of subgrid-scale processes. This problem can be corrected, 
to some extent, by the use of subgrid-scale models, but they must be augmented 
by careful analysis of the influence of grid size and time step on the accuracy 
of the results. 

A common source of inaccuracy in the solution of equation (8) is numerical 
truncation errors in the approximation of the advection terms. These should be 
minimized by using, for example, high-order schemes such as the zero average 
phase error technique of Fromm (ref. 33) or the sign preserving SHASTA method, 
of Boris and Book (ref. 34). The requirements for high-order accuracy must be 
balanced with computer resource requirements. 

The accuracy of numerical schemes can, in principle, be evaluated by per- 
forming numerical experiments with problems of known analytic solutions. Tests 
can be used to assess the effects of numerical diffusion and the influence of 
dispersion on phase errors. Numerical dissipation dominates in first-order dif- 
ference schemes and tends to reduce the amplitude of concentration peaks, while 
in second-order approximations, dispersion at high wave numbers becomes the most 
serious problem. Dispersion is common to all methods but dissipation is absent ' 
from time-centered schemes. A common test is the Crowley (ref. 35) "color" 
problem in which a conical distribution of a scalar quantity is advected by 
a circular velocity field. 

Special consideration must be given to the character of the chemical terms 
and their numerical properties. Solution of the stiff system of ordinary differ- 
ential equations that often arises requires the use of Newton iteration or vari- 
able order methods like DIFSDB (Gear (ref. 36)). Stability requirements must 
be carefully evaluated with attention given to the disparity of the temporal 
scales of the processes being modeled. 

Assessment of Accuracy of Models for Photochemical Oxidant 

Inaccuracies in the predictions of models arise from two sources: (1) lack 
of complete understanding of atmospheric physics and chemistry and (2) inaccura- 
cies in input data due to incomplete data bases.5 In terms of understanding of 
atmospheric physics and chemistry, the primary concerns are accurate treatment 

5Liu and Seinfeld (ref. 37) showed that an important technical limitation 
of models is that the diffusion equation is difficult to solve accurately. In 
particular, conventional finite-difference techniques introduce a pseudodiffu- 
sion effect as a result of poor treatment of advective transport. For example, 
relative errors of as much as 50 percent could be generated by using the numeri- 
cal method in the 1973 version of the SAI model. In general, the developers of 
all models have recognized this numerical problem and have implemented special 
techniques aimed at alleviating the undesired effect. Now, discrepancies 
between predictions and measurements are mainly attributable to errors intro- 
duced in the formulation of and inputs to the model. 
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of advection, turbulent diffusion, and chemistry. Although advection is a com- 
plicated prooess that has yet to be treated definitively, horizontal advection 
can be incorporated correctly. Turbulent diffusion (primarily in the vertical 
direction) may be treated inaccurately because of a lack of complete understand- 
ing of the process. Nevertheless, most parameterizations of the vertical eddy 
diffusivity provide an appropriate rate of vertical mixing. Inaccuracies in 
the understanding of turbulent diffusion, therefore, do not appear to pose a 
serious problem with respect to the accuracy of predictions. The greatest 
source of uncertainty is in the understanding of the chemical transformations 
that lead to ozone formation. These processes have been studied for many years 
in smog chambers, and several kinetic mechanisms have been proposed that provide 
concentration predictions that agree at least qualitatively with the experimen- 
tal results. Yet, all the significant chemical reactions may not have been 
identified, and furthermore, the rate constants for many reactions believed.to 
be important are not known very accurately. Finally, it has not been estab- 
lished conclusively that a mechanism validated with smog chamber data accurately 
represents actual atmospheric chemical processes. Initial and boundary condi- 
tions and source emissions lead to inaccuracies in predictions because of uncer- 
tainties due to an incomplete data base. 

Few available studies present detailed analyses of the sensitivity of 
model predictions to changes in input parameters. The importance of sensitivity 
results cannot be overemphasized. Practically, they are of value in assessing 
the level of detail and accuracy required in model input parameters or the 
effects of uncertainties on predictions. The only extensive, published sen- 
sitivity study is that of Liu et al. (ref. 38) for the SAI model.6 Most of 
their findings are summarized in the following table: 

RANKING OF THE RELATIVE IMPORTANCE OF THE INPUT PARAMET ERS (SAI MODEL) 

co NO 

A A 
D D 
C C 

Mixing depth B B 
Radiation intensity D A 
Emission rate B A 

aImportance is indicated by a scale from A 
(least important). 

1 
(most important) to D 

6For a description of the SAI model see Reynolds et al. (refs. 39 to 42) 
and Roth et al. (refs. 2 and 43). 
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The effect of varying boundary and initial conditions in the 1973-version 
of the SAI model was reported by Demerjian (ref. 44). Average ozone concentra- 
tion maps for the Los Angeles basin between the hours of 1:00 and 2:00 p.m. 
were presented for the base case and the case of boundary conditions reduced 
by 50 percent. Only minor differences were found at the eastern and northern 
edges of the basin where the maxima occur, but significant differences were 
observed at the western and central portions of the basin. The initial condi- 
tions in addition to the boundary conditions were reduced by 50 percent. Reduc- 
tion in the predicted ozone levels at the northern and eastern edges of the 
basin was found to be of the order of 20 to 30 percent corresponding to the 
reduced initial conditions. 

AEROSOL PROCESSES IN THB POLLUTBD TROPOSPHERE 

Atmospheric pollutants in an urban airshed exist in both gaseous and par- 
ticulate phases. In addition to direct emissions of both phases of pollutants 
(primary pollutants), there exist transformation processes from one gaseous 

pollutant to another and from gaseous to particulate pollutants (secondary pol- 
lutants). Considerable work has been done on the development of mathematical 
models describing the relationship between sources and ambient levels of gaseous 
pollutants, including the complex chemistry describing the formation of secon- 
dary gaseous pollutants. The development of models describing the evolution of 
atmospheric aerosols is the next step in the process of attempting to understand 
the physics and chemistry of the polluted atmosphere. 

Dynamic Equation Governing Aerosol Behavior 

Presented first are the dynamic equation governing aerosol behavior, with 
emphasis on application to an urban airshed, and a discussion of the mechanism 
that each term represents. 

The derivation of the general dynamic equation has been presented elsewhere 
(Chu and Seinfeld (ref. 45)). The general dynamic equation governs the size- 
composition distribution function for the atmospheric aerosol. Since there 
exists no experimental means for measuring this distribution function, only the 
equation governing an integral moment of the general equation, the particle size 
distribution function, will be presented and discussed here. 

If n(Dp,:,t) is the instantaneous distribution of particles by particle 
diameter (cma4), then the general dynamic equation governing 
mean size distribution function, is7 

fit%,;, t), the 

7Stochastic coagulation and condensation terms have been neglected (see 
Seinfeld and Ramabhadran (ref. 46)). 
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i 

x nc~pr~, t) 
DP2 d$ - B (Dp,$) 6(Dp+t) fi(Epr,rrt) dEp 

(Dp3 
- fjp3) 2/3 

+ So(Dpr t) + Sl(Dp,rrt) (23) 

where 

B coagulation coefficient for particles of diameter Dp and EP, cm3-set-1 

KS* 11 turbulent diffusivity in ith direction, cm2-set-1 

IO rate of change of aerosol particle diameter from condensation, cm-set-1 

'i spatial variable in ith direction, cm 

SO rate of homogeneous nucleation, cm -4 -1 -set 

Sl rate of particulate sources, cm-4-set-1 

iii mean velocity in ith direction, cm-set-1 

US settling velocity, cm-see-l 

The terms on the left-hand side of equation (23) represent accumulation, 
convection, and growth by condensation and settling. The terms on the right- 
hand side represent turbulent diffusion (Brownian diffusion has been neglected), 
coagulation, nucleation, and particulate sources. With appropriate boundary 
conditions, equation (23) represents the most general form of the dynamic equa- 
tion for an aerosol the chemical composition of which is a unique function of 
its size, spatial position, and time. 

If equation (23), with appropriate boundary conditions, could be solved 
numerically for conditions typifying a general urban airshed, the aerosol model 
would be complete. Understanding of many components of the model is inadequate, 
however, the most important components being primary particulate emissions inven- 
tories, the chemical mechanisms of gas-to-particle conversion, and rates of homo- 
geneous nucleation. A preliminary step in proceeding toward a general urban 
aerosol model requires both a closer examination of the system as a whole and a 
more detailed look at the specific mechanisms present in equation (23). 
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Figure l(a) is a diagram describing the interaction between gaseous and 
particulate pollutants. The additional complexity of the particulate system 
over the gaseous system becomes readily apparent. From primary emissions of 
gaseous pollutants, the chemical composition and size of an aerosol particle 
is altered by diffusion and condensation of vapor species and by absorption of 
primary gaseous pollutants. Once absorbed, dissolved vapors may participate 
in heterogeneous reactions. This process of condensation or absorption takes 
place on primary aerosols, background particles such as soil dust and marine 
aerosol, on stable nuclei formed by homogeneous nucleation, or on particles 
formed by coagulation of any of the above particulate species. 

This dynamic process of chemical change, particle growth by condensation 
and coagulation, and removal and replenishment of particles takes place as 
the aerosol mass is transported through an urban airshed. Additional physical 
removal mechanisms (deposition, settling, washout, and rainout) affect the aero- 
sol distribution. 

The distribution of aerosols in an atmosphere or smog chamber is affected 
by different mechanisms, depending upon the aerosol number concentration, the 
gaseous compounds present, and whether the system of interest is open or closed. 
For example, the description of the evolution of an aerosol distribution in the 
immediate vicinity of a particulate source must generally include the coagula- 
tion mechanism, whereas the description of an "aged" aerosol far downwind from 
primary sources can usually neglect coagulation. Table III outlines various 
atmospheric aerosol-particulate systems and the important mechanisms for each 
system. 

Before any system can be described in detail, the first and most important 
step is to close all mass and energy balances on the system. In the atmosphere, 
ambient conditions are such that the assumption of constant temperature, while 
strictly incorrect, can be made without introducing significant errors. Hence, 
the mass or material balance is the important equation to be considered first. 

The next section is concerned with such a material balance of gas-phase 
and particulate pollutants. In that section, an attempt is made to answer the 
question, "By utilizing simple mechanisms for source, conversion, and removal 
rates in the general mass balance equation for particulate pollutants and gas- 
eous precursors, can the ambient levels of these pollutants measured in urban 
airsheds be accounted for?" 

Figure l(b) outlines the relationship of the next section to the processes 
described in the general dynamic equation. The processes within the dashed line 
are replaced by a simple model of gas-to-particle conversion with no particle 
size dependence. As can be seen, the full system is considered, but certain 
detailed descriptions of the general equation are replaced with "black box" sub- 
stitutes. These surrogate representations seek to describe the salient features 
of the mechanism involved while ignoring the detail of the mechanism. The mech- 
anisms of gas-to-particle conversion are replaced by a simple first-order rate 
of conversion from gaseous pollutants to total particulate mass. By retaining 
the basic mechanisms of advection, diffusion, and removal of both gases and 
particulates, the question of accountability for reported ambient levels of 
pollutants can be answered. 
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Model for Predicting Gas-to-Particle Conversion 

Most available mathematical models for the steady-state or dynamic behav- 
ior of air pollutants apply to gaseous pollutants (either chemically inert or 
reactive) or to particulate matter that may be considered chemically inert. One 
of the important atmosphere phenomena that requires elucidation is the conver- 
sion of air pollutants from gaseous form to particulate form. For example, of 
particular interest is the so-called urban plume, wherein sulfur dioxide is con- 
verted to particulate sulfate, nitrogen oxides to particulate nitrate, and hydro- 
carbons to particulate organic material. Several recent studies have been 
reported in which measurements (usually airborne) have been carried out downwind 
of large urban complexes.in order to obtain material balances on gaseous and par- 
ticulate pollutants (Haagenson and Morris (ref. 47), Stampfer and Anderson 
(ref. 48), and Breeding et al. (refs. 49 and 50)). A goal of these studies is 
to determine the relative roles of transport, conversion of gaseous pollutants 
to particulate pollutants, and removal on the overall pollutant material balance 
downwind of a major urban source. 

In the analysis of urban plume data, it is desirable to have a mathematical 
model capable of describing the behavior of both gaseous and particulate pollu- 
tants and their interrelations. Eventually such a model would include both gas- 
eous and particulate phases with detailed treatments of gas-phase and particulate- 
phase chemistry, as well as size distributions of the particles. However, before 
attempting to develop a model of full complexity, it is desirable to formulate a 
"first-order" model, one that contains all the major mechanisms influencing the 
airborne concentrations of gaseous and particulate pollutants but one that does 
not include the details of atmospheric chemistry and particle size distributions. 
The processes to be included are advection, turbulent diffusion, conversion of 
gaseous species to particulate material, settling, deposition, washout, and 
rainout. Such a first-order model is in essence a material balance, designed to 
provide estimates of the fraction of pollutants that still remain airborne at a 
certain distance downwind of a city and the fraction that has been removed by 
deposition and gas-to-particle conversion. The object of this study is to 
develop such a model. It is hoped that the model presented in this section will 
subsequently prove to be a convenient tool in the analysis of airborne urban 
plume pollutant flux measurements. 

Although a dynamic model is desirable, a steady-state model will enable 
one to assess whether all the major mechanisms are accounted for in analyzing 
data on urban pollutant fluxes. The model will be restricted to scales of trans- 
port over which the atmospheric diffusion equation is applicable, that is, to 
problems on the mesoscale. "Long-range" transport is not considered because of 
the recognized inadequacy of the atmospheric diffusion equation in describing 
macroscale transport. (For consideration of long-range transport, the reader 
is referred to Bolin and Persson (ref. 51).) There exist a variety of numerical 
models (numerical solutions of the atmospheric diffusion equation) capable of 
simulating the transport and removal of air pollutants, for example, Belot et 
al. (ref. 52). However, there is considerable attractiveness in an analytical 
model that does not require numerical solution of the atmospheric diffusion equa- 
tion. In previous work of this nature, Heines and Peters (ref. 53) have pre- 
sented analytic steady-state solutions for gas-phase pollutants with no deposi- 
tion or depletion due to reaction. Striven and Fisher (ref. 54) have presented 
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a solution to the steady-state, two-dimensional atmospheric diffusion equation 
including deposition and first-order removal. 

Presented in this.paper is a new solution to the steady-state, three- 
dimensional atmospheric diffusion equation including settling, deposition, and 
first-order removal and conversion of gaseous pollutants to particulate pollu- 
tants. The main purpose of the model is to enable the carrying out of overall 
material balance calculations for the gaseous and particulate phases in the urban 
atmosphere and in the urban plume. The application of the model to the Los 
Angeles atmosphere and to the Los Angeles urban plume can be found in Peterson 
and Seinfeld (ref. 55). A study of that type not only provides estimates of 
the relative roles of transport and removal mechanisms but also is a necessary 
prerequisite to more detailed modeling studies involving gases and particles. 

Formulation of the model.- The mean concentration c (X,Y, z) of a gaseous 
pollutant or of a primary particulate pollutant under conditions in which the 
mean wind is aligned with the x-axis and in which a first-order removal process 
exists can be described by the atmospheric diffusion equation. (Bars over c 
are omitted for convenience.) 

a, 
u--ws- 

ax 
~~=~(KH~E)+&(Kv~)-~cz (24) 

where ii is the mean wind speed in the x-direction, ws is the settling veloc- 
ity (nonzero if c represents the concentration of particulate matter), KH 
and Kv are the horizontal and vertical eddy diffusivities, and k is the 
first-order rate constant for removal of the species. The term kc may account 
for conversion of gaseous pollutants to particulate material (as long as the 
process may be represented approximately as first order) or for the removal of 
either gases or particles by rainout and washout. 

The following boundary conditions to equation (24) are considered. The 
source is taken to be a point source of strength Q1 (g-sec'l) located at 
x = 0, y = 0, z = zs. (From the solution for this elevated point source, solu- 
tions can be constructed for all other types of sources of interest.) Thus, 
the x = 0 boundary condition is 

Ql 
c (O,Y, z) = r 6(y) 6 (z-zs) 

where 6( ) is the Dirac delta function. 

At infinite lateral distance, the concentration approaches zero: 

C(X,Y,Z) = 0 (Y + *“) 

(25) 

(26) 
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An elevated inversion base which inhibits vertical turbulent mixing is assumed 
to exist at z=H* a* 

ac -= 0 
aZ (z = Ha) (27) 

Finally, the pollutant may be removed across a layer at height z=z 
deposition with a deposition velocity vd: 

a through 

ac 
KV z + WsC = vdc (z = Za) (28) 

Note that the lawer boundary conditions was selected at za, the height corre- 
sponding to that at which a deposition velocity may have been measured. (A typi- 
cal value of z, is 1 meter.) For simplicity, KH and KV may be taken as 
constants. The problems associated with this assumption are well known (Monin 
and Yaglom (ref. 56)). Nevertheless, it is not deemed necessary to include the 
additional complication of spatially dependent KH and/or KV. 

It is convenient to cast the problem in dimensionless form. To do so, the 
following dimensionless spatial variables are defined: 

KVX 
x=- 

2 iiH 
y2 

z - za 
2 = (29) 

H H 

where H = Ha - z,. In addition, the dimensionless concentration is defined as 

uH2c 
c=- (30) 

Ql 

With these definitions, equations (24) to (28) become 

ac ac a% 8% --w-=B -+-- 
ax a2 

w 
a!22 ai? 

(31) 

C(O,Y, Z) = B(Y) 6(Z-Z,) (32) 
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C(X,Y,Z) = 0 

ac 0 -= 
az 

ac 
-= (N-W)C 
az 

(Y + *“I 

(Z = 1) 

(Z = 0) 

(33) 

(34) 

(35) 

where W = wsH/Kv, B = KH/Kv, Q = kH2/Kv, and N = VdH/Kv (N represents the 
dimensionless deposition velocity, or mass transfer coefficient). 

The details of the solution are found in Peterson (ref. 57). The solution 
of equations (31) to (35) is 

1 
C(X,Y,Z) = - exp(-crX) ew(- 2) ew(- c)[g an Oil)(Z) exp(-pAl)x) 

2&E 

M 

+ 
c Cm QA2) (Z) exp -pA2)x 
m=l ( )I 

where 

op (Z) = co~(ynz) + 6, sin(YnZ) 

of’ (Z) = eW(ernZl - T, exp(43,z) 

W2 
p(l) = y,2 + - 

n 0 2 

W2 
@I = - -em2 

m 0 2 

(36) - 

(37) 

(38) 

(39) 

(40) 

6, = N - w/2 

Yn 
(411 
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N - w/2 - $n 
%I=, - w/2 + em 

(42) 

an = 
exp (WZs/2) [COS (Ynzs) + k Sin (YnZs)] 

++ h2, + (1 - 6n2) Sin (2Yn) /4Yn + gn sin2Yn/yn 

eW(WZs/2) [exP(6mZs) - Trn exp(-$z,)] 
%I = ----. _. _ 

c eW(2em) - 1 + Tm2[l - eXp(-2Bm)]}/2em - 2-r, 

and where the eigenvalue relations are 

tan Yn N -w 
- = 

Yn 
Yn 

(43) 

(44) 

(n = 1, 2, . . .) (45) 

and 

N 
exp(2em) = 

N 
1 E: J ~~)(~~~ 1 iI) (m = 1, 2, . . ., M) (46) 

The finite sum (m = 1 to M) in equation (36) arises from the finite number 
(M) of roots of equation (46), whereas the infinite sum in equation (36) arises 
from the infinite number of roots of equation (45). Whereas equations (43) and 
(44) are analytically exact, their inclusion in the solution (eq. (36)) does not 
yield a convergent expansion because the coefficients arise from the eigenfunc- 
tion expansion of the delta function 6(Z-Z,). For computational purposes, it 
is necessary to approximate the delta function by a more well-behaved function 
and then represent this function by an eigenfunction expansion. This procedure 
and the resultant equations for a, and c, are given in Peterson and Seinfeld 
(ref. 55). 

Equation (36) can be extended to include L point sources, each of strength 
Qi located at (Xi,Yi,Zs) for i = 1, 2, . . ., L: 
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1 wz L 
CW,Y,Z) =-eexp-- 

qE i 1 2 c 
i=l 

Gi U(X-Xi) exp[-ii(; ~i~Il]'W~~~xx~ xi,3 

X 

t 

c 
an @Al) (Z) exp[-Pil-) (X - Xi) 

n=l 1 
M 

+ 
c cm @A21 (Z) exp[-pi2) (X - Xi) 
m=l $ 

where ci = Qi/Ql, and U(X-Xi 1 

0 

U(X-Xi) = 
t 
c 1 

is the unit step function, 

(47) 

(X < Xi) 
I 

(48) 

(X L Xi) 

For L area sources, each of strength gi (g-m -2 -see-l) located in the ret- J\ 
tangular regions, Xia 5 X I xib, Yia S Y 5 Yibr the mean concentration is given 
by 

1 wz 
C(X,Y,Z) = - exp - T 

2 i 1 
g ii U(X-Xia) 

[ 

2 an @Al) (Z) 
( 

1p - I(2) 
n 

i=l n=l ) 

M 
+ c Cm @A2' (Z) 

( 
1:3) - r(4) 

m 
m=l )I 

where pi I qi/ql and 

1 “+lJ,I’) f (Y-Yia) /2@ 
[ I 

IfI = 1 [ a+pA1) r (Y-Yib) /2 fi 1 
1(3) 
m 1 

(49) 

(50) 

(51) 

(52) 
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(53) 

P 

and if Xia < X 5 Xibr 

1 
I (A, B) 

= i exp { c -A(X - 
Xia1-J erf (B/t/m)} - k 

c 
exp(2Bfi) erfc 

+ B/~-I+ exp(-2B\rA) erfcEdm + B//T] 
> 

whereas if X ' Xibr 

1 
1(&B) = ,(exp[-A(X - Xib)] =rf(B/i,/w) - exp[-A(X - Xia)] erf(B/qXT)} 

+ k =xp(2Bd% erfc[im + B/,/-I- erfc[{- 
( ( 

+ + exp(-2B\/ji) erfc[-/m + B/~-I 
C 

- erfc [\I - A(X - Xia) + (55) 

where C(X,Y,Z) is the dimensionless concentration based on the area source 
strength ql, that is C(X,Y,Z) = cKV/qlH. If the area source is at ground 
level, 2, is set equal to zero in equations (43) and (44). 

Finally, of interest is the solution for an elevated vertical area source, 
wherein the flux of pollutant from an area in the x = 0 plane is specified. 
This problem may arise in the modeling of an 
represented as an area source in the x= 0 
wind end of the area. If the pollutant flux 
defined by -b 6 y 6 b and zl 6 z 5 22 is 
tion analogous to equation (25) is 

urban plume, where the city is 
plane that is situated at the down- 

Ql (g-sec'l) through an area 
specified, then the boundary condi- 

Ql U(b+y) U(b-y) u(z-zl) u(z2-z) 
c(O,y,z) = (56) 

2Eb(z2 - zl) 
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In dimensionless form, equation (56) becomes 

U(B+Y) U(B-Y) U(Z-21) U(Z2-2) 
C(O,Y,Z) = 

2B(Z2 - Zl) 
(57) 

where Zl = (zl - z,)/H, Z2 = (22 - z,)/H, arid B = b/H. 

The solution of equations (31), (33) to (351, and (57) is 

C(X,Y,Z) = k exp(-cr>() exp(- F)[erfr$) + erf&&T)] 

X an @,I') (Z) exp !J (- Al),) + 2 G @A21 (Z) exp -pIfi2)x ( )I (58) 
m=l 

where a, = 11/12, cm = 13/14, and 

ll=[(g+yj ( ( wz2 w 
exp - - K 2 2 C COS(YnZ2) + 6, sin(ynZ2)] + ynpin(YnZ2) 

n2 (Z2 - zl) 

- 6n (20s (YnZ2l-J ) - exp~)f$zoS (YnZ1) + 6, sin(YnZl)] + YnL-Sin(YnZi) 

(1 - 6n2) 6n 
I2 = i(l + 6,2) + 

4yn 
sin(2y,) + - sin2 yn 

yn 

(59) 

(60) 
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1 
I3 = 

(Q! - Zl) w 

! { 

1 e 

2 m 

exp[(: + em)Z2] - exP[(T + em)Zll- w'me {w[(t - em)z2] 

-- 
2 m 

- exp [c W 
- - em z1 
2 1 1>) 

I4 = G exp(28,) 
II 

- 1 + Trn2 [l.- exP(-2e,)] - 2~, 
m > 

(61) 

(62) 

Secondary particulate matter.- The model developed in the previous section 
is applicable to gaseous pollutants (with W = 0) and to primary particulate 
pollutants. Analyses of airborne particulate matter have established that a 
substantial fraction of the particulate matter often cannot be attributable to 
primary particulate sources but rather is the consequence of conversion of gas- 
eous species to the particulate phase. Obviously sulfate represents one impor- 
tant example of the gas-to-particle conversion. Let us denote by cp the air- 
borne concentration of a secondary species (such as sulfate) in the particulate 
phase. Then, the steady-state material balance for this species, analogous to 
equation (24), is 

acP acP ahp aGp 
ii --w 

ax 
+ Kv - 

az2 
+ vgkc - kPcP (63) 

where vg is the mass ratio of the secondary particulate species to the primary 
gaseous species which is being converted and kp is the first-order rate con- 
stant for removal of particulate matter by washout and rainout. In writing 
equation (63) in this way, the rate constant kp is taken to represent only 
the gas-to-particle conversion process and not other scavenging processes. 

Since it is assumed that there are no direct sources of the secondary par- 
ticulate matter, the boundary conditions for equation (63) are 

CpuLY,Z) = 0 (64) 

In 

Cp(X,Y,Z) = 0 (Y + +9 (65) 
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acP -= 0 
az 

(z = Ha) (66) 

acP 
Kv z + wscp = vd,pcp (z = Za) (67) 

where vd,p is the deposition velocity of the particulate matter. 

Equations (63) to (67) can be made dimensionless in the same manner as 
before, where the gaseous emission rate Ql is used in the definition of Cp 
(since there is no direct emission in this case). The result is 

acp acp 

--wiF=B 

a2cp a2cp 
-+- (68) 

ax a+ a9 
+ vgac - CLPCP 

Cp(O,Y,Z) = 0 

Cp(X,Y,Z) = 0 

acP -= 0 
az 

acP 
- = (Np-W)Cp 
az 

(Y + 9) 

(Z = 1) 

(Z = 0) 

(69) 

(70) 

(71) 

(72) 

where ap = kpH2/Kv and Np = Vd,pH/Kv. 

It is not possible to obtain readily an analytic solution of equation (68) 
because of the presence of C(X,Y,Z) accounting for the coupling between the 
gaseous and particulate phases. Therefore, in studying the behavior of Cp, it 
is necessary to resort to approximate techniques. Define 

Clj(X,Z) = (73) 

234 

-_ .---.. _-.. ..m--..-.m.. a,--.-.. -..-... . . _... . . . . .__.... ._...-__.--....___--..._.-_.-.. m 



Cp(X,Y,Z) dY dZ (74) 

C(X,Y,z) dY dZ (75) 

The integrals C+ cp, and c each have an important physical interpreta- 
tion. The total flow Gg (g-set") of a gaseous pollutant through the plane at 
any x is given by 

Gg = ti c(x,y,z) dy dz (76) 

In dimensionless form (the concentration is based on the source strength Ql), 
equation (76) becomes 

c(x,Y,Z) dY dZ (77) 

Thus, e(x) is the ratio of the mass flow of pollutant at any X to the source 
strength; $(X) can be similarly interpreted. Integrals Cb, C,, and C are 
also related to the fraction of pollutant lost by deposition, reaction, or rain- 
out and washout. The total mass of pollutant removed by deposition between 0 
and x is given by 

Ma= vd c(x',y,o) dy dx' (78) 

which in dimensionless form becomes 

Md X 
-= N c'(x',O) dX' 
Ql 

(79) 

Similarly, the fraction of the pollutant removed by first-order reaction Mk/Ql 
is given by 

235 



Mk X 
-=a c(X') dX' 
Ql 

(80) 

Equivalent relationships can be written for the particulate matter. 

If one assumes that Cb(X,O) 
the following approximate way, 

and C$X,l) can be related to Cp(X) in 

cgw,w = fo Cp(X) 

c; (X,1) = fl Cp(X) 

then one obtains the following equation governing cp(X), 

dep 
- + KCp 
dx 

= vga i!(x) 

Ep(0) = 0 

where K = Npfo - wfl + ap. The solution of equation (83) subject to equa- 
tion (84) is 

X 
cp(X) = Vp exp(-KX) exp(K61 et&) d6 

For L point sources of gaseous pollutant, equation (85) becomes 

Ep(X) = VgCY 2 ii U(X-Xi) 

! 
5 

aJt ) 
i 

)C [( 
=xp - (X - Xi) 

n=l K - 
a + vA1) 

i=l a + p:l) > 1 
- =xp[-KW - 
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- ew[-KW - Xi)] 
lri 

(81) 

(821 

(83) 

(84) 

(85) 

(86) 

-I 



I 

where 

W 

( )C 

W 
exp - - 2 y,(Sin Yn - 6, Cos Yn) - ;(cos yn + 6, sin Ynl 1 + : + hYn 

r(l) = 
n 

+ Yn2 

(87) 

and 

exp(8, - 9) - 1 

rp = 

Tm( - eXp[-(em + r)l) 

W W 
(88) 

em - - 
2 

em + - 
2 

The assumptions of equations (81) and (82) are difficult or impossible to 
establish experimentally, and no direct means of estimating the values of f, 
and fl exist. However, the scaling of the solution and the values of the par- 
ticulate deposition velocities cause the solution for up to be quite insen- 
sitive to the values of f, and fl. If this were not the case, then it would 
be necessary to consider another means of obtaining a closed form solution for 

For L area sources, equation (85) can also be evaluated. For Xia 5 X s Xib, 
the solution is 

L 
Ep(X) = VgcL C $i U(X-Xia) 

i=l 
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and for X 2 xib, the solution is 

L 
Cp(X) = V# c Gi u(x-xia) (Yib 

1 - exp -K(Xib - 
- Yial 

! 

c 

i=l K 

co 

+ c anr'l)- 
n=l a + PA1) K - 

x (Xib - XialD(xP[-k + PAlI) (X - Xi,)] - exp[-K(X - Xibl$ 

- b-[-k + pA1)) (Xib - xia)] - eXp[-K(xib - Xia) 

M cmri2) 
+ 

c m=l a + 1.122) it - (+ pi2)) (6 - ew[Bk + pA2)) tXib - Xia)]} 

x E-[-k + 11:')) (X - Xib)] - exp[-K(X - Xibjg 

- kxP[-k + p,,!,") (Xib - Xial] - exp[-K(Xib - Xia)] 

N 

(90) 

Finally, for the elevated area source in the x = 0 plane, 
given by 

Cp(X) is 
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Emrxi2) + 
& K - (a + pi") 

cXp[-(CX + pA2)) X] - (91) 

Equation (91) is of the same form as equation (86) for a single point source at 
x= 0, with Z, and Em replacing a, and cm in equation (86). 

Figure 2 shows E(X) as a function of X for a hypothetical point source 
located at X = 0.01, and for a = N = 1 (the parameters for SO2 produce val- 
ues of a and N of order 1). Figure 2 delineates the various contributions 
to the decay of the species. For these parameter values both deposition and con- 
version are important, with deposition more efficient near the source where 
ground-level concentrations are highest. 
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TABLE I.- SOURCES OF INVALIDITY AND INACCURACY IN AIR QUALITY MDDELS 

Source of error 
- 

Sources of invalidity 

Trueformofthe turbulent fluxes 
Ll’Ci, V'Ci, and - is 
unknown. 

Turbulent fluctuating chemical reac- 
tion terms are neglected (e.g., 
w. (4)). 

Effect of concentration fluctuations 
from spatial averaging on chemical 
reaction rate is neglected (e.g., 
eq. (7)). 

Higher order closure models will offer 
improvement over eddy diffusivities 
in representing these terms. Such 
closure methods lead to large compu- 
tational requirements. 

Closure models appropriate for turbu- 
lent chemistry can be developed, but 
large computational requirements may 
arise. 

Introduce "microscale model" in 
regions where strong point and line 
sources occur. 

Sources of Inaccuracy 

Mean velocities ii, V, and W are 
not true ensemble means (usually ii, 
+I and W are calculated from data 
at a finite number of locations): 
Uncertainties in the measurement 

of wind speed and direction 
Inadequate or nonrepresentative 

spatial measurements of wind 
speed and direction 

Uncertainties associated with wind 
field analysis techniques 

Source emission function Si is 
inaccurate: 
Inaccurate or no specification of 

source location 
Uncertainties in emission factors 
Inaccurate or no temporal resolution 

of emission 
Inadequate or no verification of 

emission methodologies 

There is no way to determine the true 
mean from the data; ii, V, and W 
can be calculated in principle from 
accurate fluid mechanical turbulence 
model. 

More detailed emission inventories are 
needed to reduce this source of 
inaccuracy. 
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TABLE I.- Concluded 

F 
_ - - --. .---..~_ 

Source of error Comment 

Sources of inaccuracy 

Chemical reaction mechanism does not 
accurately reflect those chemical 
processes occurring in the 
atmosphere: 
Uncertainties in experimental 

determinations of specific reac- 
tion rate constants 

Variations of rate constants with 
temperature either uncertain or 
unknown 

Inadequacies in lumping due to the 
nonrepresentativeness of lumped 
class reactions relative to spe- 
cific species within the class, 
for example, reaction rates, 
products, and stoichiometric 
coefficients 

Inaccuracies in the mechanism due 
to insufficient verification 
studies 

Boundary conditions are inaccurately 
specified: 
Concentrations 
Inversion height 

_.- . .._ __ 

__,~____ _..- ,.,._._ -.-.-. _.. .._~. .I. _._ - . -.: 
Continued study of chemical processes 

is needed to insure that Ri is 
accurate; elimination or quantifica- 
tion of the following smog chamber 
related errors is also needed: 
Inadequate or no control and mea- 

surement of levels of H20 in the 
chamber 

Impurities in background chamber 
air 

Inadequate or no measurements of 
the spectral distribution and 
intensity of the chamber irradi- 
ation system 

Inaccurate or ambiguous analytical 
methods 

Nonhomogeneity due to inadequate 
stirring or poor chamber design 

Adsorption and desorption of reac- 
tants and products on chamber 
walls 

Chemical reactions occurring on 
chamber surfaces 

Inadequate control and measurement 
of chamber temperature 

There is no remedy except for more 
extensive data. 
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TABLE II.- COMPARISON OF SAI AND LIRAQ KINETIC MECHANISMS 

Reaction 

NO,/H20 chemistry: 
NO2 + hv + NO + 0 
0+02+M+03+M 
03 + NO + NO2 + 02 
NO2 + 0 + NO + 02 
NO2 + 03 + NO3 + 02 
NO3 + NO + 2NO2 
NO + NO2 + H20 + 2HON0 
NO2 + NO3 + H20 + 2HONO2 
0 + NO + M + NO2 + M 
0 +NO2 +M+N03 +M 
NO3 + NO2 + N2O5 
N2O5 + NO3 + NO2 
N2O5 + H20 + 2HNO3 
NO3 + hv + NO2 + 0 

NO,/HO, chemistry: 
OH + NO + HONO 
OH + NO2 + HONO 
HO2 + NO + OH + NO2 
HO2 + NO2 + HONO + 02 
HO2 + NO2 + HO2NO2 
HONO + hv + OH + NO 
CO + OH + CO2 + HO2 

Rate coefficient for - 

SAIa LIRAQb 

Variable 
2.08 x 10m5 ppmB2min'l 
25.2 
1.34 x 104 
5.0 x 10-2 
1.3 x 104 
2.2 x 10Bg ppm'2min'1 
1.66 x 10m3 ppm'2min'1 
---------------------- 
---------------------- 
---------------------- 
---------------------- 
---------------------- 
---------------------- 

9 x 103 
9 x 103 
2 x 103 
20 
---------------------- 
Variable 
2.06 x lo2 

Variable 
2.16 x 10m5 ppm-2min'l 
26.2 
1.34 x 104 
4.35 x 10-2 
1.28 x lo4 
---------------------- 
---------------------- 
3.41 x 10B3 ppmB2min-l 
3.49 x 10e3 ppmB2min-l 
5.59 x 103 
12.2 min-l 
6.84 x 1O-6 
Variable 

8.82 x lo3 
1.47 x 104 
4.54 x 103 

26.2 
Variable 
2.06 x lo2 

aA 31-step mechanism, called the carbon-bond mechanism, has been developed 
by SAI as a variation of the Hecht-Seinfeld-Dodge mechanism (Whitten and Hogo 
(ref. 26)). Because of the association of reactions and reactivities with car- 
bon bonds, the range of reactions and the range of rate constants in a kinetic 
mechanism can be narrowed somewhat if each atom is treated according to its 
bond type. In this mechanism, hydrocarbons are divided into four groups: 
single-bonded carbon atoms, fast double bonds (i.e., relatively reactive double 
bonds), slow double bonds, and carbonyl bonds. Single-bonded carbon includes 
not only paraffin molecules, but also the single-bonded carbon atoms of olefins, 
aromatics, and aldehydes. Double bonds are treated as a pair of carbon atoms. 
An activated aromatic ring is considered as three double bonds in the present 
formulation of the mechanism, and because of a similarity in reactivities, 
aromatics are lumped with the slow (ethylene) double bonds rather than with the 
fast double bonds. In the mechanism HCl, HC2, HC3, and HC4 represent fast dou- 
ble bonds, slow double bonds, single-bonded carbon atoms, and carbonyl bonds, 
respectively. 

bin the LIHAQ mechanism HCl denotes olefins and highly reactive aromatics; 
HC2, paraffins, less reactive aromatics, and some oxygenates; HC4, aldehydes, 
some aromatics, and ketones. 
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TABLE II.- Continued 

Reaction 
Rate coefficient for - 

SAIa LIRAQb 

HO2 + O3 + OH + 202 ---------- 1.33 
OH + HO2 + H20 + 02 ----w--e-- 2.94 x 104 
OH + 03 + HO2 + 02 ---------- 82.5 
OH + HN03 + H20 + NO3 -----m-m-- 1.32 x lo2 
03 + hv + 0 + O2 ---------- Variable 
03 + hV + H20 + 02 + 20H ------em-- Variable 
HO2 + HO2 + H202 + 02 4 x 103 4.67 x lo3 
H202 + hV + 20H Variable Variable 

Hydrocarbon chemistry: 
HCl + 0 + ROO + RC03 5.3 x 103 4.42 x 1O-3 
HCl + OH + ROO + HC4 3.8 x lo4 3.93 x 104 
HCl + OH + ROO + H20 --m----w__ 1.36 x lo4 
HCl + 03 + RC03 + OH + HC4 1.0 x 10-2 ----------- 
HCl + 03 + OZONIDE 5.0 x 10-3 ----------- 
HCl + 03 + HO2 + RO + HC4 -------a-- 1.75 x 10-2 
HCl + NO3 + HC2 + NO2 ----w----w 6.70 
HC2 + 0 + ROO + OH ---------- 57.6 
HC2 + OH + ROD + H20 ---------- 3.23 x 103 
HC2 + OH + HC4 + ROO 8.0 x 103 ----m-m--- 
HC2 + 0 + RC03 + ROO 37.0 ---------_ 
HC2 + 03 + RC03 + HC4 + OH 2 x 10-3 ----e-m--- 
HC2 + NO3 + Products 50 -----m--m- 
HC3 + 0 + ROO + OH 20 ---------- 
HC3 + OH + ROO + H20 1.3 x 103 -------me- 
HC4 + hv + ROO + OH Variable ---------- 
HC4 + hv + CO + H2 Variable Variable 
HC4 + OH + RC03 + H20 1.0 x 104 6.81 x 103 
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TABLE II.- Concluded 

Reaction 

HC4 + hV + RC03 + HO2 
HC4 + 0 + OH + RC03 + CO 
HC4 + HO2 + H202 + RC03 
HC4 + R02 + ROOH + RC03 
HC4 + NO3 + RC03 + HONO 
HC4 + OH + CO + H20 + HO2 

Free radical chemistry: 
NO + RCO'RO + NO2 
NO + ROO + NO2 + HC4 + HO2 
NO2 + RO + RON02 
NO + RO + RON0 
NO2 + RC03 + PAN 
PAN+ RC03 +NO2 
NO + RC03 + ROO + NO2 + CO2 
RO + 02 + HO2 + HC4 
ROO + HO2 + ROOH + 02 
ROO + ROO' 2R0 + 02 
RC03 + HO2 + R(O)OOH + 02 
RC03 + HO2 + ROOH 
RC03 + RC03 + HC4 

Sulfur chemistry: 
OH + SO2 + OH + SOT 
RO + SO2 + HO2 + SO; 
ROO + SO2 + RO + SO: 
HO2 + SO2 + OH + SOZ 

T 
SAIa LIRAQb 

--------- 
--------- 
--------- 
--------- 
--------- 
--------- 

Rate coefficient for - 

Variable 
2.30 x lo2 
4.77 x 10-3 
4.03 x 10'3 
0.215 
1.36 x lo4 

--------- 
2 x 103 

104 

------- 

2.15 x lo3 
---------- 
2.94 x 103 
2.94 x 103 
397 
---------- 
1.07 x 103 
0.92 
3.97 x 103 
3.97 x 102 
---a------ 
6.6 x 10-2 
1.47 x 103 

8.82 x lo2 
5.88 x lo2 
2.94 
1.32 

1 
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TABLE III.- ATMOSPHERIC AEROSOL SYSTEMS 

System 
-- 

Smog chamber 

Power plant plume 

Atmosphere 
Near particulate sources 

Far from particulate sources 

Important mechanisms 

Condensation, coagulation, nucleation, and 
wall losses 

Convection, diffusion, condensation, coagula- 
tion, nucleation, sources, deposition and 
settling, and washout and rainout 

Condensation, coagulation, nucleation, 
sources, and deposition and settling 

Convection, diffusion, condensation, sources, 
deposition and settling, and washout and 
rainout 

- _---___ 
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SOURCES ) GASEOUS POLLUTANTS ATMOSPHERIC TRANSPORT 
NO,, SO,, HC, NH3 

t 
, REMOVAL , PROCESSES. 
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(a) Schematic of complete process. 

Figure l.- Interaction between gaseous and particulate pollutants. 



SOURCES GASEOUS POLLUTANTS ATMOSPHERIC TRANSPORT 
NOx, S02, HC, NH3 

b 
REMOVAL 

yPROCESSES 
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(b) Simple model replaces process within dashed lines. 

Figure l.- Concluded. 
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Figure 2.- Relative rates of removal of a gaseous pollutant by reaction 

and surface deposition. 
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